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I PART I: INTRODUCTION

A. EXECUTIVE SUMMARY

For the 12th Annual Dean’s Forum, we analyzed the potential impact of Generative Artificial Intelligence

(“GenAl”) on access to justice. Access to justice is the most critical issue facing the legal profession and
Canadians. The proportion of our population who do not qualify for Legal Aid but cannot afford to hire a
lawyer is growing.

GenAl is a type of artificial intelligence that is capable of producing new content in a variety of forms. Over
the last year, the use of GenAl technology has rapidly expanded. It is no longer a question of whether
GenAl will impact the provision of legal services, but how the legal system will respond to its increasing
presence. GenAl can be utilized as a tool to help address the access to justice crisis. We recognize that the
technology is developing rapidly and anticipate that GenAl tools specifically tailored to help the public
navigate a legal process will be available in the very near future.

Our group was tasked with creating a handbook for the public that outlines best practices for using
currently available GenAl systems to assist with legal matters. We focused our research on GenAl systems
that are freely accessible, primarily focusing on ChatGPT 3.5. Overall, we found that prompt questions
should be concise and also reference the user’s specific jurisdiction. Additionally, it is best practice to
refrain from including personal information in prompts. Our handbook will be presented at the 2024
Dean’s Forum and, after receiving feedback from stakeholders, made available to the public following the
project’s completion.

Previous Dean’s Forum projects have rigorously analyzed the connection between access to justice and
access to technology. An inability to access basic technology can impede access to justice when technology
becomes a requirement to use the legal system; this phenomenon is sometimes referred to as the “digital
divide”. Throughout our research and consultation process, it became clear that access to technology and
internet are both requisite for the use of GenAl systems. Building on the work of previous year’s Dean’s
Forums, we recognize that many populations would experience challenges to using GenAl to address their
legal needs. Unequal access to technology is closely linked to factors such as socioeconomic status, race,
gender, and digital literacy. We have aimed to bring forward ways to navigate the new landscape that
comes with GenAl in a way that can promote self-agency and empowerment in addressing legal matters
but does not further marginalize groups who already experience barriers to justice. GenAl should be
utilized as a tool to address legal matters but not a requirement for accessing the legal system.

GenAl has potential to empower some of the public to navigate their legal problems in a way that is
informed. Tools such as Al-based chatbots could be implemented to help enable the public to access
accurate legal information as well as assist with the completion of legal forms. If the public is better
informed about their legal rights and legal processes, it is likely that strain on the courts, administrative
tribunals, and frontline legal organizations will be reduced. If more members of the public are informed
about their legal rights, either through their own research or with the assistance of a trusted intermediary,



the system will be less overwhelmed which has potential to take strain off of frontline legal organizations
which would benefit the legal system as a whole, including those individuals who cannot themselves
access GenAl.

GenAl is a tool that can help streamline efficiencies for legal service providers with appropriate regulation.
It is a tool that can help the public navigate a legal problem with some level of independence. Lawyers
will still be relied upon as trusted touchpoints in a process, which will look different depending on each
individual client’s needs. If the public is better informed, there is potential to reduce wait times in court
proceedings, which has been observed in other jurisdictions.

There is also a risk that GenAl could add new access to justice barriers if it is not properly regulated.
Regulation is needed to help protect the public from Inaccurate information or unregulated legal advice
from GenAl. Precautions must be taken to protect confidential information and the privacy of individuals.
GenAl is a profitable technology and there is potential that the best tools will end up behind a paywall
and only accessible by more sophisticated litigants. Any barriers to justice created by GenAl will be most
felt by low income, marginalized, Indigenous, and racialized communities.

Although presenting policy proposals was not part of our original project mandate, it became clear
throughout our consultations that regulation is needed for the benefits of GenAl to be equitable.
Regulatory measures that outline clear guidelines and ethical standards on GenAl use will ensure that Al
tools in the legal sector are transparent, fair, and accountable. Regulation is necessary to ensure Al tools
do not end up behind a pay wall and to prevent profiting off of unregulated legal advice. We are optimistic
that though regulation, GenAl can benefit the public and the legal system through increased accessibility,
equity, and efficiency for all. We learned that GenAl has potential to improve legal processes, but
stakeholders must pay special attention to access to justice issues.



B. DEFINITIONS

1. Public: Residents of Saskatchewan who are not legal professionals.

2. Handbook: A guide written in plain language that outlines best practices, risks, shortcomings, and
potential uses of GenAl when used to help understand a legal problem.

w

Everyday Legal Problems: “Problems that arise out of the normal activities people engage in or
the situations they encounter which may be resolved through legal action and/or processes.”?

4. Trusted Intermediary: Intermediaries are individuals (or organizations) that help to connect two
other individuals (or organizations). They are not themselves “legal” actors, but they can be an
important link between individuals with a legal problem and a legal professional who is able to
assist them.

5. Unmet Legal Need: “A situation that arises when a justice-related problem exists and legal
support is required to resolve it, but the legal support is not sufficiently available to address an
individual’s or group’s deficit in legal capability—resulting in neglect or inappropriate
management of the problem.”?

o

Navigate a legal process: To learn about one’s legal position, the process required in order to take
legal action, and the possible outcomes.

7. GenAl: A type of artificial intelligence that is capable of producing new content in a variety of
forms, inclusive of text and images, based on its ability to conduct a large-scale analyzation of
data accessed online. GenAl does not “think”, but rather predicts patterns in language.

8. Large Language Model or “LLM”: “A large language model (LLM) is a type of machine learning
model that can perform a variety of natural language processing (NLP) tasks such as generating
and classifying text, answering questions in a conversational manner, and translating text from
one language to another. The label “large” refers to the number of values (parameters) the
language model can change autonomously as it learns. Some of the most successful LLMs have
hundreds of billions of parameters.”3

©

Prompt Engineering: The practice of designing inputs for generative Al tools that will produce
optimal outputs.*

! Bryce Stoliker, Lisa Jewell, Brea Lowenberger & Heather Heavin, Centre for Forensic Behavioural Science and
Justice Studies, University of Saskatchewan, 4 Legal Needs Survey in the Province of Saskatchewan. Perspectives
of Lawyers and Legal and Non- Legal Service Providers, 2023, available online (pdf):
<https://ctbsjs.usask.ca/documents/legal-needs-survey-report-final-2023-03-31.pdf> at xxii [Legal Needs Survey].
2 Ibid.

3 “Large Language Models” (19 January 2024) online: Techopedia
<https://www.techopedia.com/definition/34948/large-language-model-1lm>.

4 “What is Prompt Engineering” (22 September 2023) online: McKinley & Company
<https://www.mckinsey.com/featured-insights/mckinsey-explainers/what-is-prompt-engineering>.



C. RESEARCH OUTLINE

RESEARCH METHODOLOGY

The objective of our project was to create a handbook for the public on how to use GenAl to assist with
navigating legal matters. To accomplish this, we utilized four methods in conducting our research. First,
we built on the work of previous Dean’s Forums. Second, we conducted a comprehensive literature review
on the topic of GenAl and access to justice, focusing on analyzing programs in other jurisdictions, and
learning about GenAl technology on an individual and group basis. Third, we used GenAl to try to navigate
hypothetical legal problems that are most commonly experienced by the public. Fourth, our group
conducted interviews with 15 stakeholders in the legal profession including GenAl experts, lawyers, legal
regulators, and community organizations. Our research has guided the creation of our handbook and of
this report. Although presenting potential policy recommendations was not part of our original mandate,
we felt it necessary to include our observations for opportunities for policy reform based on our research
findings.

BUILDING ON WORK OF PREVIOUS YEARS DEAN’S FORUMS

Previous Dean’s Forums have covered topics related to access to justice and access to technology
including virtual facilitation of legal processes during the Covid-19 Pandemic (2022)® and meeting justice
needs with technology (2019).7 Virtual facilitation of legal processes during Covid-19 found that
technology has potential to address the administration of justice in Saskatchewan for the better, but
stakeholders must pay special attention to access to justice issues. The success of online administration
of justice was found to be highly contextual. On the topic of meeting justice needs with technology,
stakeholders and students noted that technology will not resolve barriers to justice that exist. As the legal
system evolves with technology, marginalized and vulnerable populations must not be left behind.
However, a large population that cannot afford legal services or cannot otherwise access legal services
could be helped through existing and new technology.

This year, our topic of GenAl and access to justice builds on previous Forums as we examined how GenAl,
a new and rapidly developing technology, could affect access to justice. Our findings reflect similar themes
to prior years. Due to the digital divide and general inability to access technology, many vulnerable and

> Commonly experienced unmet legal needs in Saskatchewan were identified in the Legal Needs Survey, supra. See
also Appendix B for our interactions with ChatGPT.

¢ Richardson et al, “Examining Virtual Facilitation of Legal Processes in Saskatchewan: An Exploratory Inquiry”
(10 March 2022), online (pdf): University of Saskatchewan College of Law: Dean's Forum on Access to Justice and
Dispute Resolution <https://law.usask.ca/research/research-centres-and-initiatives/examining-virtuation-facilitation-
of-legal-processes-in-saskatchewan2.pdf>.

7 “Meeting Saskatchewan’s Justice Needs with Technology” (13 March 2019), online (pdf): University of
Saskatchewan College of Law: Dean's Forum on Access to Justice and Dispute Resolution
<https://law.usask.ca/documents/research/deans-

forum/Topic2 MeetingSKJusticeNeedswithTech PolicyDiscussion.pdf>.



marginalized peoples will face challenges accessing GenAl as a legal tool. However, many people who
cannot afford a lawyer would benefit from GenAl legal tools. Throughout our research and consultation
process, we have worked to provide a balanced analysis of the use of GenAl to address access to justice
by exploring benefits posed by GenAl legal tools and also recognizing that GenAl could further entrench
barriers to justice.

LITERATURE REVIEW

We have surveyed existing literature on GenAl and access to justice and GenAl and legal processes.?
Emphasis was placed on best practices for using existing GenAl to navigate legal processes and programs
in other jurisdictions that have had positive results.

CONSULTATION PROCESS

The authors reached out to 20 professionals in the legal system and 15 were interviewed. Consultees were
diverse stakeholders in the legal profession and included GenAl content experts. Interviewees included:

e lawyers in private practice;

e Lawyers at the Saskatchewan Ministry of Justice;

e Lawyersin the public sector;

e Executive members of the Law Society of Saskatchewan, including Tim Brown, Executive Director;
e GenAl Content Experts;

e Law professors;

e Frontline Organizations; and

e Other Access to Justice Stakeholders

The questions for interviewees followed 4 thematic areas:

One’s personal experience using GenAl
Areas of opportunity for GenAl to improve access to legal information and processes
Potential uses for GenAl to improve access to justice

S

Potential risks of GenAl based on the members of the public the interviewee worked with

Interviews were carried out over Zoom or in-person. Interviews lasted approximately 30 to 60 minutes.
Interviewees were given the option of having their names and professional information kept confidential.

8 See Appendix A for a complete list of our initial literature review.



LEARNING FROM THE CONSULTATIONS

We conducted a total of 15 consultations over a two-week period. Some of the most common words used
by our consultees are shown here [Figure 1]:
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Our report is divided into 4 sections: Environmental Scan, Risks & Harms, Opportunities, and
Recommendations. The Environmental Scan will explore the current environment of technology and legal
needs and the current state of GenAl for assisting legal professionals with legal processes, as well as
discuss how meaningful access to justice is connected to inequality in access to technology as
demonstrated through the digital divide. Risks will discuss potential challenges and pain points that are
associated with using GenAl. Opportunities will discuss best practices for incorporating GenAl into the
legal system in a way that protects and helps the public throughout the legal process. Recommendations
will explore potential policy solutions for incorporating GenAl into the legal system to promote access to
justice. These recommendations were informed by our research and consultation process.



| PART II: REPORT

A. ENVIRONMENTAL SCAN

CURRENT ENVIRONMENT OF TECH & LEGAL NEEDS

We know there is an access to justice crisis in Canada;® this is an exciting time because GenAl can be a tool
to potentially help this crisis. GenAl systems are already available to the public for free. While we do not
know the frequency in which the publicis using GenAl tools to help address a legal need, we do appreciate
the increasing popularity of GenAl tools like ChatGPT and public use. We see school systems and
universities implementing Al policies to address academic misconduct; we see journal publication bodies
introducing frameworks for citing Al; and we hear about clinical trials for GenAl in creative ways including
medicine and law.'® We have also seen some very public misuses of GenAl, including lawyers who relied
upon legal arguments produced by GenAl that contained fabricated case law.!!

The public is using Al, and the frequency upon which they do is expected to increase. It is not a question
of when, but of how: how do we give the public the tools to use Al responsibly? How can Al help to
restructure an inefficient and inaccessible justice system? How can legal professionals work with the
public and GenAl to provide better, more affordable services? How can we strategically accept this
technological change with grace, rather than resist it? And, of course, how can this improve access to
justice in Saskatchewan?

There is a greater risk in resisting GenAl as it’s already here and accessible to the public. For example,
what is something you wish each of your clients could do before proceeding with a legal matter? Is it
homework, gathering financial statements, deciding on a co-parenting plan? GenAl is a tool that has the
potential to help them do this.

Given the current landscape, lawyers have an important role. GenAl in its current state is not a good
substitute for giving legal advice, issue spotting, or navigating issues across multiple jurisdictions. Even if
a client generates a will by using GenAl, a lawyer should still review that will for minimum standards and
clarity. But, given the possibilities, it seems appropriate for lawyers to welcome this technological shift
and approach it with curiosity and excitement.

There are some caveats and risks, including privacy issues, jurisdiction, conflict of laws, accuracy of legal
information, and hallucinations. But what can GenAl help with? Letter templates, drafting pleadings, and
even reviewing contracts, wills, and leases. For some people, our handbook will be sufficiently helpful to

% See e.g., Hon. Thomas A. Cromwell, “Access to Justice: Towards a Collaborative and Strategic Approach” (2012)
63:1 UNBLJ 38; Canadian Bar Association, “Reaching Equal Justice Report: An Invitation to Envision and Act”
(November 2013), online (pdf): <https://www.cba.org/CBAMediaLibrary/cba na/images/Equal%20Justice%20-
%?20Microsite/PDFs/EqualJusticeFinalReport-eng.pdf>; Stoliker et al, supra.

10 See e.g., https://dergipark.org.tr/en/pub/jai/issue/77844/1337500; https://uwaterloo.ca/copyright-at-
waterloo/teaching/generative-artificial-intelligence; https://ajet.org.au/index.php/AJET/GenAl

' See e.g., Simon Little, “B.C. lawyer who used fake, Al-generated cases faces law society probe, possible costs”
(31 January 2024), online: Global News <https://globalnews.ca/news/10263897/fake-ai-cases-b-c-supreme-court/>.



navigate all or part of a legal issue. For others, they may need the assistance of a trusted intermediary, or
a library with the tools necessary to access GenAl such as a computer and stable internet connection.

Many institutions have been forced to consider how best to proceed in a world where GenAl is accessible
to any person with a device and internet connection. One proposed framework for responsible Al is called
“RAFT” for Reliable, Accountable, Fair, and Transparent.!> The Government of Ontario has done extensive
research into Al regulation and has identified core principles for ethical Al usage, concluding that
“provincial Al systems should be transparent and explainable; good and fair; safe; accountable and
responsible; human centric; sensible and appropriate.”*3

Unregulated Al systems have the potential to harm the public. Because the public tends to have an
overreliance on the accuracy and capabilities of technology, it is a foreseeable risk that self-represented
litigants may over-rely on information gained from using a GenAl tool in a legal matter. If this becomes
common, it will slow court and other dispute resolution systems.

In the context of Canada's pressing access to justice

crisis, the emergence and increasing popularity of GenAl

tools such as ChatGPT, present both challenges and

opportunities. While it is undeniable that GenAl can be

a potent tool to address the existing crisis, it is equally

important to acknowledge the potential negative

effects on access to justice. The public's growing

reliance on GenAl tools, as observed in school systems,

universities, and various professional spheres,

necessitates a thoughtful exploration of how to equip

individuals with the tools to use GenAl responsibly. As GenAl systems become more accessible and widely
used, questions arise on how this transformative technology can be strategically integrated into legal
practices to improve efficiency and accessibility within the justice system. Rather than resisting the
inevitable wave of GenAl, the focus should shift towards embracing the change and exploring
collaborative efforts between legal professionals and the public. As GenAl becomes an integral part of the
legal landscape, the challenge lies in how we navigate this transformation to maximize its benefits for the
public and the justice system in Saskatchewan.

12 “Responsible Generative AI” (2023), online: Data iku <https://pages.dataiku.com/responsible-generative-
ai?utm_id=20844859840--154285688297--683743057388--generative%20ai&utm_source=nam-

adwords&utm medium=paid-
search&utm_campaign=GLO%20CONTENT%20Generative%20A1%20June%202023&gad source=1&gclid=Cjw
KCAiAgNSsBhAVEiwAn tmxSwR24EZwdzXNMGaAgC7mTgdbThrW90z6kZd16TgFUfKHU7no8iuyhoC92cQ
AvD BwE>.

13 Law Commission of Ontario, Accountable Al: Final Report (2022) online (pdf) <https://www.lco-cdo.org/wp-
content/uploads/2022/06/LCO-Accountable Al Final Report.pdf> at 21.



TECHNOLOGICAL UPDATE: WHERE IS GENAI NOW AND WHERE IS IT HEADED?

Technological advancements have begun to play a transformative role in the legal sector, offering
innovative solutions to longstanding issues within the access to justice framework. Previous years Dean’s
Forums have addressed how access to technology is closely tied to access to justice. While these Al models
demonstrate remarkable language understanding and generation capabilities, they struggle with nuanced
intricacies and context-specific interpretations. The reliance on pre-existing data for training also raises
concerns about bias, potentially impacting the fairness and accuracy of legal analyses. Striking a balance
between the benefits of Al in legal processes and the need for human oversight remains a critical challenge
in navigating the dynamic intersection of technology and legal requirements.

Throughout our consultations, ChatGPT was the most commonly known GenAl by the stakeholders we
interviewed. GenAl is currently not qualified to give legal advice and is best suited to provide legal
information.* However, the legal information it provides is quite general and often provides broad
answers to legal questions. The dataset ChatGPT and other GenAl tools use has to be updated periodically,
which means that more recent decisions and legislation are not always available in their databases.®®
However, we anticipate that publicly available GenAl tools specifically for legal assistance will be on the
market soon. We also recognize that GenAl technology is advancing rapidly. Any GenAl tools that are
designed to give legal advice must be approved by legal regulators.*®

B. RISKS & HARMS

This section outlines the number of risks that arose in our consultations and research. It was pointed out
during some consultations that when doing a risk assessment for a new system, an organization may fail
to do a risk assessment of their current model. In this context, Saskatchewan has an existing access to
justice crisis. Our current model is not meeting the justice-related needs of residents. ¥ Given
Saskatchewan’s strict legal aid eligibility criteria, many people make too much money to qualify for legal
aid, yet not enough to afford a lawyer to navigate a full legal problem. Additionally, many civil legal
matters fall outside of Legal Aid’s practice areas, such as residential tenancies, social assistance, and civil
litigation. This demographic is the majority.*® Even in cases where a person can afford to hire a lawyer to
litigate a matter, the legal fees become so onerous that “winning” in court is more a matter of symbolic
principle than of financial restitution.

14 “Guidelines for the Use of Generative Artificial Intelligence in the Practice of Law” (February 2024), online (pdf):
Law Society of Saskatchewan <https://www.lawsociety.sk.ca/wp-content/uploads/Law-Society-of-Saskatchewan-
Generative-Artificial-Intelligence-Guidelines.pdf>.

15 Aaron Mok, “ChatGPT is getting an upgrade that will make it more up to date” (6 November 2023), online:
Business Insider <https://www.businessinsider.com/open-ai-chatgpt-training-up-to-date-gpt4-turbo-2023-

1 1#:~:text=ChatGPT%20users%20will%20soon%?20have,at%20its%20first%20developer%20day.>.

16 Consultations.

17 Stoliker et al, supra.

18 Ibid.

10



A major concern expressed by many of our stakeholders surrounded the boundaries around GenAl
providing legal advice versus legal information.

GenAl is a tool that can help streamline efficiencies in the market of legal service providers with
appropriate regulation. GenAl is also a tool that can help the public navigate a legal problem with some
level of independence. Lawyers will still be relied upon as trusted touchpoints in a process, which will look
different depending on the complexity of each client’s needs.

CONFIDENTIALITY & PRIVACY

GenAl is proprietary in nature, meaning it learns from every interaction it has. That means that when a
user inputs information related to their legal problem, this information is not secure. Lawyer-client
privilege is a pillar of the justice system, so this is flagged as a pain point of the public using GenAl to
navigate a legal issue. With that being said, GenAl also presents an opportunity for Saskatchewan to do
incredibly meaningful work in terms of access to justice and system reform.

INACCURATE INFORMATION

In its current form, GenAl is capable of producing unhelpful and/or inaccurate legal information. Large
language model (LLM) artificial intelligence systems, like ChatGPT, learn from language patterns across
available text online. It pulls patterns from large data pools without jurisdictional borders. As you can
imagine, this raises issues around its ability to appropriately address legal issues in specific jurisdictions.
ChatGPT tends to give vague answers to legal questions, or, in some cases, it refuses to answer a legal
question at all.*®

For self-represented clients, receiving inaccurate legal information from a source like ChatGPT can have
negative impacts on the justice system. Saskatchewan’s courts already face significant delays,?® which will
be made worse if clients feel empowered to self-represent due to availability of legal information — or
advice — from an accessible technology like ChatGPT. This issue is not unique to the general population:
even lawyers are over-relying on GenAl in their legal work and have submitted hallucinated case law to
courts.?!

19 See e.g., our interactions with ChatGPT in Appendix B.

20 “Minimizing Court Backlog and Delays: Repository of Promising Practices” (2023) online: Government of
Canada <https://www.fja.gc.ca/COVID-19/Minimizing-Backlogs-and- Delays-Minimiser-les-engorgements-et-les-
delais-eng.html>.

2l Simon Little, “B.C. Lawyer Who Used Fake, Al-generated Cases Faces Law Society Probe, Possible Costs,”
Global News (31 January 2024) online: <https://globalnews.ca/news/10263897/fake-ai-cases-b-c-supreme-court/>.
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GenAl is already here, and it is a technology of general application. Without regulation, developers will
begin to identify markets — likely including the justice sector — where a GenAl tool can be effectively
marketed to the general population. This may lead to an unregulated environment of legal advice.

POSSIBLE RISKS & HARMS OF Al IN CIVIL JUSTICE

Many stakeholders expressed concern over the risks and potential harms associated with the increased
use of GenAl in the justice system. Some of the concerns raised included over-reliance on Al without
assessing its quality and reliability, the provision of inaccurate or biased information, the risk of reinforcing
existing biases, user privacy and confidentiality, technological illiteracy, and unequal access to technology
and Al tools.

ACCESS TO JUSTICE BARRIERS SEEP INTO TECHNOLOGICAL INEQUITIES

Access to justice is concerned with people's ability to

effectively navigate legal problems and use services that are

necessary to receive a resolution. Any technological

advancements need to take into account equity and the

abilities of various demographics to access and use

technology. Peoples’ access to technology and ability to

effectively use technology varies considerably for a variety of

reasons. For example, as stakeholders are aware, there are

challenges in moving any justice processes online. For instance, our consultation process and the work of
previous year’s Dean’s Forums have demonstrated challenges associated with online legal tools such as
the Office of Residential Tenancies (ORT) Online Portal.?? To file a claim, individuals must create an online
account on the ORT’s website. People with limited resources are less likely to be able to take advantage
of online resources. Although there are exceptions to using the portal for those with technological
constraints, that is still a process to be navigated by litigants. As one stakeholder indicated, “when you
are already struggling, complicated legal processes are hard to navigate.” Another stakeholder asked,
would Al just become another online tool, and like existing online tools, only certain groups would be able
to take advantage of it. However, there is potential to help the legal system as a whole by reducing the
strain on the system, even if only certain populations are able to take advantage of GenAl technologies.

Meaningful access to justice extends beyond the ability to go to court. It includes the financial ability to
access legal representation, faith in judicial decisions, understanding your legal rights and having legal
rights enforced. Without access to the legal system, people cannot fully exercise their rights, challenge
discrimination, or hold decision makers accountable. The rapid digitalization of segments of the legal
system including public legal education and claim registration has increased concern for digital access to

22 Richardson et al, supra at 34.
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justice. Procedural issues such as the ability to file a claim can act as a barrier to enforcing your legal rights
which is a significant access to justice issue. Although there are often exceptions in place for those who
do not have digital access for filing, adding additional steps to file a claim can further complicate the
process for individuals who are already struggling.?

It was acknowledged in our consultations that many groups who do not have access to digital devices can
use the internet at public places such as the library or community organizations. The library is a great
resource for the public to access legal information; however, there are limitations to basing our legal
processes around an assumption of public access to the internet. Public computers may have time limits
on how long a person can use the computer.?* Completing online applications can be a time-consuming
process and if a person has to rely on a public computer it can result in delays. Even getting to a public
computer can depend on access to transportation, childcare, and the ability to attend during library hours.
In rural Saskatchewan, public libraries have much more limited hours than larger centres and in some
locations may only be open once a week. This is not meant to downplay the important role of community
organizations in addressing access to justice but to illustrate existing barriers for those who must rely on
public access to technology to engage with the legal system.

DIGITAL DIVIDE

The digital divide refers to the unequal access to digital technology including smartphones, tablets,
computers, and the internet. The digital divide creates inequality around access to legal information and
legal resources. Access to technology continues to be a barrier to justice for many populations. To take
advantage of Al tools, one would need stable access to the internet, a computer or other device, and a
GenAl program and account. As reported by past Dean’s Forum projects, the digital divide is most strongly
experienced by those living in rural areas and Indigenous communities.?

Digital divides are embedded in social, economic, and cultural
contexts. Digital equity intersects with identities of race,
gender, age, and class among other factors. The digital divide
not only reflects inequalities but exacerbates them. Specific
segments of the population are particularly disadvantaged in
accessing digital technologies including the elderly, people
with low education levels, low-income earners, and people
residing in rural areas.

Digital exclusion can lead to social exclusion. Throughout our consultations, a common theme we came
across was a concern from stakeholders that the populations they worked with would not be able to

23 Consultations.
24 Kate M. Murray, B.C. Legal Aid: The Achieving Digital Equity Project, Digital Equity in Access to Justice, 2021
at 31.

25 Richardson et al, supra.
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access GenAl largely due to a general lack of technology. For many marginalized populations having access
to digital technologies or even a telephone is not guaranteed.?® Moving certain services to online access
has disproportionate effects on marginalized groups and serves as a barrier to justice. As indicated during
our consultations, people experiencing incarceration often have limited or no access to computers or the
internet as a result of correctional services policies.

As previously discussed, the ability of certain populations to access Al tools is impeded by the ability to
access technology. If GenAl is integrated into existing legal processes, there is a very real risk of leaving
certain populations behind and essentially creating two different systems. It is important that the use of
GenAl is regulated by the legal profession to limit the monetization of GenAl and prevent GenAl that could
be utilized for legal assistance from going behind a paywall. It is also important that the needs and realities
of marginalized populations are central to our policy discussions around incorporating GenAl into the legal
system. However, trusted intermediaries and community workers can play a role in assisting populations
with limited access to technology and help bridge gaps in technological inequalities. Through our
consultation process, many stakeholders expressed significant concern for the possibility that only the
best resourced and most sophisticated litigants will be able to challenge many Al-based government
decisions.?” Absent proactive initiatives, government Al decision-making may add significant new access
to justice barriers to low-income, marginalized, Indigenous and racialized communities, thus
compounding the over-representation of these communities in Saskatchewan’s justice system.

The rise of Al in the legal domain raises significant concerns about the digital divide and its potential to
exacerbate existing inequalities, particularly for vulnerable populations. The unequal access to digital
technology, a fundamental prerequisite for utilizing Al tools, disproportionately affects vulnerable
populations, including those in rural areas, Indigenous communities, and marginalized groups. As
underscored by past Dean’s Forum projects, the digital divide is most acutely felt in rural areas and
Indigenous communities.?® This division is deeply embedded in social, economic, and cultural contexts,
intersecting with factors such as race, gender, age, and class. The resulting digital inequity not only reflects
societal inequalities but also amplifies them. The consequence of digital exclusion extends beyond
technological disparities to social exclusion, hindering marginalized groups' ability to access Al and legal
services. Concerns raised during consultations emphasize that many populations, particularly those with
limited access to technology, face barriers to justice as services and information move online.?® As Al
becomes increasingly integrated into legal services, there is a pressing concern that without deliberate
efforts to bridge the digital gap, these advancements could inadvertently widen the disparities, further
hindering vulnerable populations' access to justice. Addressing these disparities is imperative to ensure
that Al integration into the legal system does not widen the gap but contributes to a more inclusive and

26 Murray, supra at 31.

27 “Guide on the Use of Generative AI” (2023), online: Government of Canada
<https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-
ai/guide-use-generative-ai.html>.

28 Richardson et al, supra at 8.

2 Murray, supra at 31.
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accessible justice framework. Going forward we are left with the question; how can we integrate
technology into legal processes that does not exclude and create more barriers to justice?

C. OPPORTUNITIES

GenAl holds immense promise in transforming the landscape of access to justice in Canada, fostering a
more informed and empowered public. By harnessing the capabilities of GenAl, individuals can become
better acquainted with their legal rights and responsibilities, leading to a more knowledgeable citizenry.
This technology can facilitate improved self-representation by providing accessible and accurate legal
information, when verified with a credible source, aiding those navigating the intricacies of the justice
system without professional legal assistance. Furthermore, GenAl contributes to a heightened
understanding of legal processes and alternative remedies outside of litigation, empowering individuals
to explore diverse avenues for conflict resolution. With the potential to expedite legal procedures and
reduce wait times, GenAl emerges as a powerful tool in promoting a fair and efficient justice system that
serves the interests of the public.

Furthermore, with respect to the specific needs of self-representatives,
GenAl has the potential to significantly bridge the gap by providing
valuable tools and support. By fostering legal literacy, aiding in
document preparation, and offering strategic guidance, generative Al
contributes to a more accessible and equitable justice system for those
navigating it without legal representation.

We believe that given the current capabilities of GenAl technology and the expected trajectory of this
technology, there are several opportunities for Saskatchewan organizations to expand and improve the
delivery of legal services to residents. We have outlined some of these suggestions below. Our suggestions
have been informed by our extensive literature review, consultations, and research. Some are similar to
what other jurisdictions have enacted, and some are borne from identified legal needs in our locality.

LEGAL ASSISTANCE AND INFORMATION

Generative Al can be employed to create interactive chat bots or virtual assistants that provide accurate
legal information and guidance. These tools can help individuals better understand their rights, navigate
legal processes, and access basic legal advice, especially for common legal issues. Chatbots provide a user-
friendly interface that allows individuals to interact using natural language. This helps in making legal
information more approachable and understandable, catering to individuals who may not be familiar with
legal terminology. Generative Al-driven chatbots can offer foundational legal education, explaining
fundamental concepts, rights, and responsibilities. This serves to empower the public by enhancing their
overall legal literacy and understanding of the legal system.

15



Chatbots can guide users through various legal procedures, explaining step-by-step processes involved in
tasks such as filing documents, understanding court forms, or initiating legal actions. This can be
particularly beneficial for self-represented individuals who lack legal expertise. Given that legal
terminology can be complex and confusing, Generative Al can also assist in simplifying legal jargon,
translating it into more accessible language, and ensuring that individuals can comprehend and act upon
the information provided by the chatbot.

DOCUMENT AUTOMATION AND FORM COMPLETION

GenAl can streamline legal document creation by automating the generation of standard legal forms and
documents. This can simplify the process for individuals who cannot afford legal representation, making
it easier for them to file court documents, complete applications, and handle routine legal paperwork.

DOCUMENT PREPARATION AND AUTOMATION FOR SELF-REPRESENTATIVES

Self-representatives often struggle with preparing legal documents. Generative Al can automate the
generation of standard legal forms and assist in document preparation. This ensures that self-
representatives submit accurate and properly formatted documents, reducing the likelihood of
procedural errors that could impede their case.

LANGUAGE TRANSLATION SERVICES

Canada is a multicultural and multilingual country. Generative Al can facilitate communication by
providing accurate language translation services, ensuring that individuals who speak languages other
than English or French can understand legal information and proceedings.

PREDICTIVE ANALYTICS FOR LEGAL OUTCOMES

Al algorithms can be trained on historical legal data to provide insights into potential legal outcomes based
on case similarities. For example, in 2016, researchers at University College London, the University of
Sheffield, and the University of Pennsylvania created a model using machine learning algorithms that were
able to predict the outcome of European Court of Human Rights cases with 79% accuracy. A similar study
has been performed in relation to US Supreme Court cases, achieving 70% accuracy.3® This can help

30 Nikolaos Aletras, Dimitrios Tsarapatsanis, Daniel Preotiuc-Pietro & Vasileios Lampos, “Predicting judicial
decisions of the European Court of Human Rights: a Natural Language Processing perspective” (24 October 2016)
PeerJ Computer Science 2:€93, online: <https://doi.org/10.7717/peerj-cs.93>.
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individuals and legal professionals assess the chances of success of their case, make informed decisions,
and better understand the legal landscape.

DISPUTE RESOLUTION PLATFORMS

Generative Al can be integrated into online dispute resolution platforms, enabling parties to resolve
conflicts through digital mediation or arbitration. These platforms can offer a cost-effective and efficient
alternative to traditional court proceedings, particularly for less complex cases.

LEGAL RESEARCH ASSISTANCE

GenAl can assist legal professionals and individuals in conducting legal research more efficiently. By
analyzing vast amounts of legal information, Al can help identify relevant case law, statutes, and
precedents, saving time and resources in the research process.

LEGAL INFORMATION AND GUIDANCE

GenAl can power interactive chatbots or virtual assistants that provide self-representatives with accurate
and accessible legal information. Tools like this already exist; for example, “JusticeBot” is an Al tool that
offers legal information related to landlord-tenant disputes to Quebec residents. JusticeBot is free to the
public and works by asking a series of fact-finding questions. Based on the information provided by users,
JusticeBot finds similar court decisions and helps identify the law applicable to the dispute in question.3!
These types of tools can explain legal procedures, terminology, and offer guidance on how to navigate the
complexities of their case, empowering individuals to make informed decisions.

ACCESSIBILITY IMPROVEMENTS

Al-driven tools can enhance the accessibility of legal information and services for individuals with
disabilities. Voice-activated interfaces, screen readers, and other assistive technologies can be integrated
to ensure that legal resources are inclusive and available to a broader audience.

3! For further information on the program, see https://www.cyberjustice.ca/en/logiciels-cyberjustice/nos-solutions-
logicielles/justicebot/.
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EARLY CASE ASSESSMENT

Al can aid in early case assessment by analyzing the merits of a legal claim or defense. This can help
individuals and legal practitioners make informed decisions about pursuing a case, potentially avoiding
unnecessary legal proceedings and associated costs. Early dispute resolution is also associated with
benefits for litigants, such as reducing conflict and stress.3?

COURTROOM ETIQUETTE AND PROCEDURE GUIDANCE

Generative Al may also be helpful for the public who may be unfamiliar with courtroom etiquette and
procedures. Generative Al can provide guidance on courtroom behavior, expectations, and protocol,
helping individuals feel more confident and competent when representing themselves in court.

REDUCED WAIT TIMES FOR JUSTICE SYSTEM

Al has potential to transform the Legal System. For example, in Brazil an Al system called Codex is helping
to streamline courts by assisting with filing and data management?3. This has helped Brazil to manage case
backlog. Courts in Canada and Saskatchewan specifically are also experiencing backlog3*, especially
coming out of the pandemic, and could make use of similar systems. Al is used to work through case
management which helps to increase access to the courts, which is an access to justice issue. Al is also
being used to flag cases where rights issues are at stake such as cases that involve domestic violence® or
where a young person has been incarcerated for a long period of time. These are important issues in
Saskatchewan which has the highest rates of domestic violence per capita in Canada3® and also has high
remand rates, especially among Indigenous offenders.3” Addressing system backlog protects individual

32 Petra Hietanen-Kunwald & Helena Haapio University of Vaasa, Vaasa, “Effective Dispute Prevention and
Resolution Through Proactive Contract Design™ (2021) 5:1-2 Journal of Strategic Contracting and Negotiation 3—23
at 16.

3 “Al and A2J Where are we and where are we going?”, featuring Nye Thomas, Executive Director, Law
Commission of Ontario; Sarah McCoubrey, A2J Strategist, CALIBRATE; & Susie Lindsay, Policy Counsel, Law
Commission of Ontario (date) online (video): YouTube <https://www.youtube.com/watch?v=k mAVSkoTfo>.

3% “Minimizing Court Backlog and Delays: Repository of Promising Practices” (2023) online: Government of
Canada <https://www.fja.gc.ca/COVID-19/Minimizing-Backlogs-and- Delays-Minimiser-les-engorgements-et-les-
delais-eng.html>.

35 “Al and A2J Where are we and where are we going?”, featuring Nye Thomas, Executive Director, Law
Commission of Ontario; Sarah McCoubrey, A2J Strategist, CALIBRATE; & Susie Lindsay, Policy Counsel, Law
Commission of Ontario (date) online (video): YouTube <https://www.youtube.com/watch?v=k mAVSkoTfo>.

36 Dan Zakreski, “Judge blasts Sask. domestic violence rate during murder sentencing in Saskatoon,” CBC News (08
June 2023) online: <https://www.cbc.ca/news/canada/saskatoon/judge-blasts-sask-domestic-violence-rate- during-
murder-sentencing-in-saskatoon-1.6870181>.

37 Jamil Malakieh, “Adult and Youth Correctional Statistics in Canada (21 December 2020) 2018/2019”, Canadian
Centre for Justice and Community Safety Statistics, online: Statistics Canada
<https://www150.statcan.gc.ca/nl/pub/85-002-x/2020001/article/00016-eng.htm>.
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rights, which would promote resolution for applicants and address systemic issues. It could also increase
trust and faith in the justice system.

Wait times could also be reduced by providing tools to self-represented litigants about court processes. If
litigants are able to come to court more prepared it promotes resolutions. In some cases, court
proceedings are adjourned for litigants to obtain information and complete required court processes. If
GenAl tools are accessible and able to provide this critical information, it could reduce wait times for
proceedings as well as the time it takes to receive a decision.

GLOBAL SCAN: HOW HAVE OTHER JURISDICTIONS RESPONDED TO GENAI?

Countries are exploring different regulatory approaches to encourage trustworthy Al and mitigate the
risks of Al systems. Existing legislation in other areas already regulates Al systems, and countries have
started codifying Al Principles and national Al strategies into Al-specific regulatory frameworks. Countries
are at different stages of the development and implementation of national Al strategies and policies.
Some countries, such as Canada and Finland, developed their national Al strategies as early as 2017,
closely followed by Japan, France, Germany, and the United Kingdom in 2018.38 Other countries, such as
Brazil, Egypt, Hungary, Poland and Spain, launched a national Al strategy more recently. Several countries
are currently in Al policy consultation and development processes.? Below is a broad environmental scan
of jurisdictions who are actively working on plans to incorporate and regulate GenAl legal tools.
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38 Molly Reynolds, Mavra Choudhry & Nic Wall, “Guide to Artificial Intelligence Regulation in Canada: Insights:
Torys LLP”, (26 April 2023), online: Torys <https://www.torys.com/en/our-latest-
thinking/publications/2023/04/guide-to-artificial-intelligence-regulation-in-canada#fcomparisons>.

3 Fazlioglu, Miige, Uzma Chaudry & Joe Jones. “Global Al law and Policy Tracker”, (25 August 2023), online:
Global AI Law and Policy Tracker <https://iapp.org/resources/article/global-ai-legislation-tracker/>.

40 Lucia Russo & Noah Oder, “How countries are implementing the OECD Principles for Trustworthy AI”, (31
October 2023), online: <https://oecd.ai/en/wonk/national-policies-2>.
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Canada

The Canadian federal government has introduced new legislation that would regulate the use of Al in
Canada. Canada's anticipated Al and Data Act (AIDA), part of Bill C-27, introduces a principles-based
approach that is focused on ensuring that the use of Al is properly governed and controlled. It is also
intended to protect Canadians from high-risk systems, ensure the development of responsible Al, and
position Canadian firms and values for adoption in global Al development. The range of persons that are
subject to AIDA compliance is broadly scoped to include developers, providers, and managers of Al
systems. The elements of the Code of Practice include safety, fairness and equity, transparency, human
oversight and monitoring, validity and robustness, and accountability.*

The AIDA would:*

e Ensure high-impact Al systems meet existing safety and human rights expectations.
e Prohibit reckless and malicious uses of Al.
e Empower the Minister of Innovation, Science, and Industry to enforce the act.

According to its Al Strategy, by 2030, Canada plans to achieve an Al ecosystem founded on scientific
excellence, exceptional training and talent pools, public-private collaboration, and commitment to Al
technologies which produce positive social, economic, and environmental change for people and the
planet.* To address the changing landscape, provinces are embracing and prioritizing GenAl related
solutions to different degrees, based on a variety of factors, for example:

e The Law Commission of Ontario has produced extensive resources on the matter.*

e British Columbia’s Online Civil Resolution Tribunal uses a technology simpler than GenAl, that is
still engaging and interactive with the user.*

e Consideration of advancing, for e.g., a Government of Saskatchewan elustice project?

e See also the Quebec Consumer Dispute Portal & the Ontario Condominium Authority.*

41 Bernice Karn et al, “The landscape of Al Regulation in Canada”, (12 September 2023), online: Cassels
<https://cassels.com/insights/the-landscape-of-ai-regulation-in-canada/>.

42 Ibid.

43 Miige Fazlioglu, Uzma Chaudry & Joe Jones, “Global Al law and Policy Tracker”, (25 August 2023), online
(pdf): Global AI Law and Policy Tracker

<https://iapp.org/media/pdf/resource center/global ai law policy tracker.pdf>.

4 See e.g., Al, ADM and the Justice System at https://www.lco-cdo.org/en/our-current-projects/ai-adm-and-the-
justice-system/.

4 See e.g., https://civilresolutionbc.ca/.

6 See e.g., https://www.opc.gouv.qc.ca/en/contact/consumetr/; https://www.condoauthorityontario.ca/.
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European Union

In April 2021, the European Commission proposed the first EU regulatory framework for Al to ensure
better conditions for the development and use of this innovative technology.*’ It indicated that Al systems
that can be used in different applications are analysed and classified according to the risk they pose to
users.*8

In brief, some of the proposals being debated include measures that:*

e Prohibit certain types of Al systemes, i.e., those that are manipulative, exploitative, perform social
scoring or use "real-time" biometric ID systems.

e Classify high-risk Al systems and set out requirements with which these systems and their
providers must comply.

e Prescribe standards of conformity which may be applied by high-risk systems.

e Ensure transparency obligations for Al systems which interact with natural persons.

e Provide innovation measures.

e Set out a governance framework divided between the EU Al Board and national authorities.

e (Create a database for high-risk systems.

e Prompt the formation of codes of conduct for Al systems which are not high-risk.

e Stipulate confidentiality requirements for authorities dealing with proprietary data.

o Afford the power to adopt delegated acts to the European Commission.

Some EU member states have national Al strategies, many of which emphasize research, training and
labor preparedness, as well as multi stakeholder and international collaboration. For example: France's
national Al strategy lays out three main objectives: improve the Al education and training ecosystem,
establish an open data policy for implementing Al applications and pooling assets, and develop an ethical
framework for fair and transparent use of Al.*°

USA

In general, the U.S. approach to Al governance has been slow and incremental, seeking to preserve civil
and human rights for Americans throughout Al deployment, as well as mobilize international collaboration
which upholds democratic values and mutual advancement>!. The U.S. does not have a comprehensive Al
regulation, but numerous frameworks and guidelines exist. Congress has passed legislation to preserve
U.S. leadership in Al research and development, as well as control government use of Al.>? In 2021, The
White House Office of Science and Technology Policy published a Blueprint for an Al Bill of Rights.>3 This

47 Reynolds, Choudhry & Wall, supra.
3 Ibid.

4 Miige, Chaudry & Jones, supra.

30 Reynolds, Choudhry & Wall, supra.
5! Reynolds, Choudhry & Wall, supra.
32 Jbid.

53 Ibid.
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guidance focused on five principles for the design, use and deployment of automated systems to protect
the U.S. public, which include safe and effective systems, algorithmic discrimination protections, data
privacy, notice and explanation and human alternatives, consideration and fallback.>* This blueprint
reflects similar concerns with Al in the Canadian proposed legislation and guidance outlined above.

Specific Al governance law and policy includes:*

e Executive orders:

o Maintaining American Leadership in Al

o Promoting the Use of Trustworthy Al in the Federal Government
e Acts and bills:

o Al Training Act
National Al Initiative Act (Division E,Sec. 5001; in force)
Al in Government Act (Division U, Sec. 101; in force)
Algorithmic Accountability Act (Draft)
National Al Commission Act (Draft)
Digital Platform Commission Act (Draft)
Global Technology Leadership Act (Draft)
Transparent Automated Governance Act (Draft)

O O O O O O

In shaping its Al policies, Canada can draw inspiration from both the innovative approaches of the United
States and the comprehensive frameworks established by the European Union. By synthesizing the
strengths of these models, Canada has the opportunity to craft a nuanced and adaptable regulatory
landscape that fosters innovation, prioritizes ethical considerations, and safeguards the rights of its
citizens in the rapidly evolving field of artificial intelligence.

D. RECOMMENDATIONS

POLICY RECOMMENDATIONS

As previously identified, adopting Al tools in legal processes has the potential to further widen the digital
divide. Appropriate steps must be taken to regulate GenAl to ensure that useful legal tools do not end up
behind a paywall. Large law firms, equipped with substantial resources, will be able to leverage Al to
enhance their services. Without appropriate policy measures there is a risk of creating two different
systems based on the ability to access GenAl.

Regulating Al in the legal industry is crucial to promoting access to justice. GenAl has the potential to
enhance legal services, streamline processes, and improve efficiency. However, without proper
regulation, there is a risk of unintended consequences, as described above, including biases and

4 Ibid.
55 Miige, Chaudry & Jones, supra.
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discrimination, that could disproportionately affect marginalized communities. By implementing clear

guidelines and ethical standards, regulatory measures ensure that GenAl tools in the legal sector are

transparent, fair, and accountable. This not only safeguards against potential abuses but also fosters

public trust in the legal system. Ultimately, well-regulated Al in the legal industry can contribute to a more

accessible, equitable, and efficient justice system, benefiting individuals from all walks of life.

Our recommendations for an Al policy that focuses on Access to Justice include the following principles®®:

These principles were guided by the Law Society of Saskatchewan’s Guidelines on the use of Gen Al.

Transparency:

o Al systems employed by law societies should be transparent and explainable. Legal
practitioners and the public should have a clear understanding of how Al tools make
decisions and recommendations.

Accountability:

o Establish mechanisms for accountability in the use of Al, ensuring that legal professionals

are ultimately responsible for decisions and actions taken with the assistance of Al tools.
Fairness and Non-Discrimination:

o Al algorithms must be designed and tested to ensure fairness and prevent discrimination.
Regular audits should be conducted to identify and rectify biases that may arise in Al
systems.

Privacy Protection:

o Al applications should adhere to strict privacy standards, respecting confidentiality and
attorney-client privilege. Law societies must ensure that Al tools comply with relevant
data protection laws.

Professional Competence:

o Legal professionals should receive training on the ethical and responsible use of Al,
including understanding the limitations and potential biases of Al tools. Continuous
education programs should be implemented to keep practitioners updated on Al
advancements.

Accessibility:

o